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Abstract—Virtual reality (VR) applications are in-
creasingly popular. With high-quality video streams
and interactive content, they require both low-latency
and high-bandwidth performance demands on the com-
munication from the edge-based VR server to the VR
headsets. Although most VR headsets are equipped
with dedicated wired or wireless modules connected
to the VR server, using common Wi-Fi networks to
support them can be a promising trend due to con-
venience and low cost. However, current Wi-Fi Ac-
cess Points (APs) cannot meet latency demands of
low-latency elephant VR flows, especially in traffic
congestion cases. We thus design a practical Wi-Fi
scheduling solution, designated as LAST-PQ (Latency-
Aware Scheduler with Two-level Priority Queueing),
to support VR flows at the Wi-Fi AP. It monitors
the runtime latency performance of VR flows while
prioritizing scheduling for urgent flows, whose latency
demands are at risk of violation. We implement LAST-
PQ in Linux on a commodity Wi-Fi platform using an
open-source Wi-Fi driver; it is compliant to the current
Wi-Fi scheduling framework. The evaluation result
shows that it can reduce latency by up to 79.89% in
various congested scenarios; moreover, it consistently
meets the latency demands of VR flows in cases of
mobility at runtime.

Index Terms—W.i-Fi, low latency, VR, scheduling

I. INTRODUCTION

Virtual reality (VR) applications are increasingly popu-
lar in recent years [1], with more stringent demands than
conventional applications on the communication perfor-
mance between the VR server and headset. Specifically,
their high-quality video streams with real-time interactive
content require joint low-latency and high-bandwidth per-
formance. To ensure the performance, wired VR devices
(e.g., Oculus Rift) and those with dedicated wireless mod-
ules (e.g., HT'C Vive) are the mainstream VR platforms.

Although the Wi-Fi network has been a common net-
work service deployed everywhere, there are still few wire-
less VR devices relying on the common Wi-Fi network.
The main reason is that VR performance can be easily
affected by Wi-Fi traffic congestion. However, enabling
common Wi-Fi networks to support VR applications ben-
efits both VR vendors and users, saving the cost of
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Fig. 1: Comparing an elephant VR flow with a mouse VoIP flow in
non-congested and congested cases.

dedicated VR wired/wireless modules and providing more
convenience when using VR applications with ubiquitous
Wi-Fi networks.

We thus examine the VR performance on the Wi-Fi
network. We conduct a case study by streaming a VR
traffic flow from a VR server to a smartphone’s VR
application through Wi-Fi. The Wi-Fi Access Point (AP)
connects to the VR server via a wired network and the
smartphone, which serves as an emulated headset, through
Wi-Fi. As the VR server is deployed at the Wi-Fi edge, the
per-packet latency at the Wi-Fi AP dominates the overall
latency performance. Therefore, we examine the latency
values for the VR stream. We compare a VR flow with
a conventional VoIP flow in non-congested and congested
cases. Both flows are streamed to the same smartphone.
The non-congested case does not have any other traffic,
whereas in the congested case, there are two additional
downlink TCP flows at the smartphone, along with two
clients, each with one downlink TCP flow, in the same
Wi-Fi network. More detailed settings are provided in
Section III.

We observe that the Wi-Fi AP cannot satisfy the ele-
phant VR flow’s latency demand' in the congested case.
In the non-congested case, as shown in Figure 1, the VR
and VoIP flows exhibit Wi-Fi latency as small as 8.11 ms
and 0.19 ms, respectively, at the 95th percentile. However,

1n this paper, VR and VoIP flows are designated as elephant and
mouse flows, respectively. The former usually has a requirement of
several tens of Mbps, while the latter requires only below 1 Mbps.
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in the congested case, their latency values increase to
60.37 ms and 25.97 ms, respectively. Such large latency
increase prevents the VR flow from achieving the required
number of frames per second (FPS), i.e., 30; its average
FPS is only 4.94 during the traffic congestion. Thus, the
Wi-Fi AP can indeed offer low latency to the mouse VoIP
flow, but not to the elephant VR flow, which has 45 Mbps
demand with 1920x1080 resolution in the experiment. The
root cause is that the current Wi-Fi scheduling framework
neither prioritizes low-latency elephant flows nor satisfies
low-latency demands at runtime. In Section III, we con-
duct a comprehensive case study to examine why current
Wi-Fi networks cannot adequately support VR flows.

In this work, we design a practical Wi-Fi scheduling
solution, designated as LAST-PQ (Latency-Aware Sched-
uler with Two-level Priority Queueing), to support low-
latency elephant VR flows at the Wi-Fi AP. It is compliant
with the current Wi-Fi scheduling framework and ready
for use. Additionally, it is latency-aware, allowing it to
satisfy VR latency demands configured from the user space
at runtime. The core concept of LAST-PQ is monitoring
per-packet latency statistics and performing prioritized
scheduling whenever there is a potential demand violation.
It consists of three main components: two-level priority
queueing, cross-layer delay controller, and latency-aware
scheduler. With the priority queueing, LAST-PQ can pri-
oritize each VR flow from the current Wi-Fi scheduling
framework at both flow and device levels. The delay
controller in the user space monitors latency statistics,
dynamically adapting each VR flow’s permitted queueing
delay using a window-based delay gradient algorithm.
Collaborating with the delay controller, the latency-aware
scheduler in the kernel space identifies urgent VR flows
for prioritized scheduling.

We implemented and evaluated LAST-PQ on a Linux-
based PC with a Qualcomm Atheros card using the open-
source ath9k driver. The evaluation considers both static
and mobility cases, and the enhanced distributed channel
access (EDCA) mechanism enhanced by LAST-PQ, under
traffic congestion. Results demonstrate that LAST-PQ
can satisfy a VR flow’s demand in most cases, reducing
latency by up to 79.89% in the most congested scenario.
It consistently meets latency demands in mobility cases at
runtime. Furthermore, LAST-P(Q enhances the EDCA to
be latency-aware while effectively supporting multiple VR
flows with different latency demands.

The rest of this paper is organized as follows. Section II
presents the current Wi-Fi scheduling architecture on
Linux, and Section IIT conducts a case study on the VR
performance in Wi-Fi networks. We then design, imple-
ment, and evaluate LAST-PQ in Sections IV, V, and
VI, respectively. Section VII presents related work and
Section VIII discusses issues about LAST-PQ. Finally,
Section IX concludes the paper.
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Fig. 2: Wi-Fi packet scheduling architecture on Linux.
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II. WI-F1 PACKET SCHEDULING ARCHITECTURE

In this section, we present the Wi-Fi packet scheduling
architecture employed on Linux-based APs. As shown
in Figure 2, it comprises three major components from
top to bottom: access category (AC) classifier, flow-level
scheduling, and device-level scheduling. These components
are currently enabled by updated methods in the Linux
kernel: EDCA [2], fair queueing controlled delay (FQ-
CoDel) [3], and airtime fairness scheduling (AFS) [4],
respectively.

AC Classifier. EDCA defines four ACs in increasing
order of traffic priority: background (BK), best effort
(BE), video (VI), and voice (VO). Higher priority is
achieved by adjusting two parameters: contention window
(CW) boundary and arbitration inter-frame space (AIFS).
Smaller values for these parameters allow faster data
packet delivery. The CW boundary gives a range of time
slots from which a station randomly selects a number to
wait for the next transmission when the exponential back-
off algorithm is executed. The AIFS is the time period that
a station has to wait before it is allowed to transmit data.
The smaller the CW boundary or the shorter the AIFS is
used, the faster data packets can be delivered. To configure
a high-priority AC for data packets, an application can
specify the corresponding tag of the differentiated services
codepoint (DSCP) in their IP headers.

At the MAC layer, each AC is associated with a set
of traffic identifier (TID) queues, with each TID queue
dedicated to one connected station. Figure 2 shows the
scheduling architecture for the BK, to which those of
the other ACs are similar. The TID queues of each AC
are handled by the same hardware queue with the AC’s
parameters. Each TID queue has multiple flow queues
where flows are classified based on flow information (e.g.,
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IP address and port number). When a packet reaches the
MAC layer, it is classified to an AC based on its DSCP tag,
passed to a TID queue based on its destination station,
and finally enqueued to a flow queue, ready to be scheduled
by the FQ-CoDel.

Flow-level Scheduling. FQ-CoDel [3] schedules pack-
ets among the queues of each TID for transmission; each
packet queue corresponds to a specific flow. FQ-CoDel is
built on top of CoDel [5], a simple active queue manage-
ment (AQM) algorithm designed to control bufferbloat-
generated excess delay. It provides two major functions:
ensuring flow fairness and preventing starvation of sparse
flows (e.g., VoIP). Flow fairness is achieved through a byte-
based deficit round-robin (DRR)) scheduler. For starvation
prevention, FQ-CoDel utilizes a two-tier queue structure
with old and new flow queues to prioritize sparse flows. It
schedules flows from the new queue with higher priority;
flows in the old queue are scheduled only when the new
queue is empty.

Sparse flows typically appear in the new queue to obtain
high priority. This is because the flow is inserted into
the new queue when the flow’s queue state transitions
from empty to non-empty, a situation that commonly
occurs with sparse flows. The flow inserted into the new
queue is assigned a default byte-based deficit value for
DRR scheduling. This deficit value decreases as delivered
bytes increase. In the new queue, when a non-empty flow
becomes empty or has a negative deficit, it is transferred
to the old queue.

Device-level Scheduling. AFS schedules downlink
transmission for connected stations at the AP, considering
airtime fairness [4] among TIDs. Each TID is associated
with one station in each AC. It addresses a wireless
anomaly [6] where slow stations may consume more air-
time than fast stations, thus reducing overall bandwidth.
AFS adopts two queues, old and new queues, to schedule
TIDs, with operations similar to FQ-CoDel. The only
difference is that the deficit is counted based on airtime
instead of bytes. When a TID is scheduled for transmis-
sion, AF'S requests the flow dequeue scheduler of the TID
to dequeue packets based on the FQ-CoDel operation.

III. CASE STUDY ON ELEPHANT VR FLOWS

In this section, we assess the performance of ele-
phant VR flows in Wi-Fi networks, considering both non-
congested and congested cases, along with the impact of
the EDCA.

Experimental Setting. We set up a Wi-Fi AP and
connect two types of clients to it. The AP is based on
IEEE 802.11n, utilizing hostapd 2.7 on an x86 PC running
Linux kernel 4.2. It is equipped with a Qualcomm Atheros
AR9280 wireless card. It operates on the 5GHz frequency,
specifically on channel 132, employing a 3x3 MIMO an-
tenna, and has a 40 MHz bandwidth. It uses the Linux
default rate adaptation mechanism, Minstrel. We chose the
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traditional 802.11n AP platform because newer Wi-Fi AP
platforms (e.g., 802.11ac/ax) have implemented a portion
of the packet scheduling architecture in the Wi-Fi NIC
firmware, which is not open-source. As a result, they do
not allow the collection of latency results or modifications
to the scheduling architecture.

The connected clients include 2 smartphones and 5
embedded Wi-Fi devices. The smartphones, which include
the ASUS Zenphone 6 and Google Pixel 3, serve as VR
clients. The embedded Wi-Fi devices are used to receive
background (non-VR) downlink traffic. They are built
based on the commercial 802.11ac AP, TP-Link C2600,
by enabling the client mode with OpenWrt 18.06 [7].

We built two VR servers using PCs running Windows
10 and connected them to the AP via Ethernet. Each
VR server is set up with two software programs, Steam
VR [8] and Trinus VR [9]. Steam VR can provide VR
content on various hardware platforms, while Trinus VR
can turn smartphones into VR headsets. The Trinus VR
application is installed on the smartphones to receive VR
flows from the Trinus VR server. In a common setting
with 30 FPS and a resolution of 1920x1080, a VR flow
requires 45 Mbps of network bandwidth. These flows are
delivered in the BK category unless explicitly specified.
For background non-VR traffic, TCP flows are generated
to Wi-Fi clients from a PC connected to the AP via
Ethernet. Each experiment consists of 5 runs, each lasting
20 seconds. We focus on latency performance at the 95th
percentile by collecting per-packet latency statistics (see
implementation in Section V). Notably, per-packet latency
is the period from the time a packet starts to be queued at
the MAC layer to the time the packet’s acknowledgement
(ACK) is received.

All the clients are located close to the AP with good
channel conditions. The physical data rates are fixed
at 162 Mbps for smartphones with two antennas and
405 Mbps for embedded devices with three antennas,
respectively. This static setting allows us to focus on Wi-Fi
scheduling issues for elephant VR flows while minimizing
the impact of rate adaptation and wireless channel dynam-
ics. Once any scheduling issues are identified in this static
scenario, they can only be aggravated by those dynamics.

Note that, although the Trinus VR application displays
FPS information on its GUI panel, this data cannot be
recorded as FPS statistics during experiments. We use a
Python library called memorpy to trace the memory loca-
tion where the Trinus VR application stores FPS values.
Finally, we capture that memory address and record FPS
values over time.

A. Non-congested Case: VR Flow Only

We initially examine per-packet latency performance
for a single VR flow in a non-congested scenario,
without any other traffic. To account for different
bandwidth demands, we vary its resolution from low
(1152x648) to high (1366x770) and ultrahigh (1920x1080).
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Fig. 3: Non-congested case: per-packet latency of a single VR flow
with three different resolutions.

Based on our measurements, these resolutions require
19.97/25.57/45.38 Mbps bandwidths, respectively. In ad-
dition to overall per-packet latency, we decompose it into
queueing and transmission latency, as shown in Figure 3.
It is observed that latency increases with the resolutions
of VR flows.

Specifically, at the 95th percentile of overall latency,
the low, high, and ultrahigh resolution settings result in
4.29 ms, 6.07 ms, and 7.98 ms, respectively. Furthermore,
latency values for over 99% packets in all settings are below
10 ms, meeting the requirements for most VR flows [10],
[11]. While it can be anticipated that queueing delays may
increase with other coexistent traffic flows, prioritizing the
VR flow over others can ensure that the required latency
is still satisfied.

B. Congested Cases: Multi-flow and Multi-client

We consider two congested cases: multi-flow and multi-
client, to examine the flow-level (i.e., FQ-CoDel) and
device-level (i.e., AFS) scheduling mechanisms, respec-
tively. In the multi-flow case, there is only one client, where
a VR flow coexists with multiple data flows. In the multi-
client case, there are not only one VR client with a VR
flow and multiple data flows, but also multiple non-VR
clients, each of which contains a data flow.

Multi-flow Case.  We compare the latency perfor-
mance of the elephant VR flow with that of a mouse VoIP
flow when multiple data flows coexist with them. We vary
the congestion level by considering 0, 1, and 3 background
data flows. The overall and queueing latency results of
the VR and VoIP flows are shown in Figures 4a and 4b,
respectively. Almost all VoIP packets have latency below
10 ms. In contrast, for VR flows coexisting with 1 and
3 background flows, packet latency significantly increases.
For example, the 95th latency increases from 7.85 ms in
the case of no background flow to 19.87 ms and 39.97 ms,
respectively.

It is further observed that VR flows in the cases of 0 and
1 background flow can consistently deliver 31 FPS while
achieving an average throughput of 45 Mbps, as shown in
Figures 4c and 4d. However, for the VR flow in the case of
3 background flows, FPS and average throughput decrease
to 21.78 and 30.95 Mbps, respectively.

The significant increase in latency is primarily at-
tributed to queueing latency. This is because FQ-CoDel

fairly schedules VR and multiple background flows, and
an increase in background flows causes VR packets to be
queued for a longer duration. It is observed that FQ-CoDel
can indeed ensure small latency for mouse VoIP flows,
which are mostly in the new queue with higher priority
than the old queue. However, most VR packets experience
the old queue since, for most of the time when new packets
arrive, the packet queue of each elephant VR flow is not
empty, thus consistently remaining in the old queue.

Multi-client Case. We vary the congestion level in the
multi-client case by considering three scenarios: 3 non-
VR clients with 0 data flows at the VR client (tagged
as 3C), 3 non-VR clients with 3 data flows at the VR
client (tagged as 3F3C), and 4 non-VR clients without
data flows at the VR client (tagged as 4C). As shown
in Figure 5a, all three cases significantly increase the
latency of the VR flow, and none of them can sustain
its normal operation. For instance, they increase the 95th
latency from 7.85 ms in the VR-only case to 36.96 ms,
48.54 ms, and 59.38 ms, respectively, exceeding the VR
flow’s required low-latency demand of 20 ms. The root
cause is that AFS fairly schedules airtime among multiple
clients, as shown in Figure 5b, where the values for all
cases are almost 1 in terms of Jain’s fairness index. When
the VR client coexists with other clients, the fairly shared
airtime may not be sufficient for the VR flow, thereby
increasing latency.

The current joint flow-level and device-level scheduling
framework can effectively support low-latency mouse flows
while achieving fairness for coexistent flows and devices,
but it has poor support for low-latency elephant VR flows.

C. Does EDCA Work?

EDCA can indeed enhance the latency performance of
the elephant VR flow tagged with the VI category, but
it only prioritizes its channel access. It may still face
challenges when multiple latency-sensitive flows coexist.
Therefore, we investigate multi-flow and multi-client sce-
narios where all flows are latency-sensitive and tagged with
the VI category.

Multi-flow Case. We generate two VR flows and three
TCP flows using the Trinus and iPerf software programs,
respectively, to a single smartphone. In practice, differ-
ent kinds of application flows may have varying latency
requirements. In addition to the latency requirement of
20 ms for the VR flows, we assume that the TCP flows
with 50 Mbps have a less stringent requirement of 30 ms.

Figure 6a shows the latency performance of these five
flows scheduled in the VI category. It is observed that the
95th percentile latency values of the TCP flows are all
below 20 ms, satisfying their requirement. However, for
the VR flows, these values are 26.89 ms and 27.80 ms,
respectively, failing to meet the 20 ms requirement. The
better latency performance of the TCP flows can be
attributed to the different traffic patterns generated by
the Trinus and iPerf.
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It is evident that EDCA assigns the same priority
setting to all flows within the same category, without
considering their varying latency demands. The demands
of latency-sensitive flows could likely all be satisfied with
a latency-aware scheduler. In this case, VR flows could
be prioritized over TCP flows, which do not require low
latency performance. The latency-aware scheduler can
manage the precedence among latency-sensitive flows over
time based on their latency requirements, thus accommo-
dating all demands.

Multi-client Case. We then examine the multi-client
case with four different scenarios: 3 and 4 non-VR clients
without any data flows on the VR client, and 3 and 4
non-VR clients with 3 data flows on the VR client. As
shown in Figure 6b, the latency performance of the VR
deteriorates with an increasing number of non-VR clients
and data flows. Although all flows are in the VI category,
EDCA treats them equally with only higher priority on the
channel access. Consequently, the VR flow may still suffer
from traffic congestion without being prioritized based on
its latency requirement.
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IV. LAST-PQ DEsIGN

We design a closed-loop scheduling solution, LAST-PQ),
to meet the latency demands of elephant VR flows in Wi-
Fi networks. It schedules the transmission of each elephant
VR flow based on its runtime latency statistics, consider-
ing its latency demand, denoted as ld; g, which indicates
the packet latency for flow ¢ at a certain percentile 5.
The latency demand can be configured by the VR user or
application through a given interface. Notably, most VR
application servers are deployed at the network edge (e.g.,
next to the Wi-Fi AP) to provide stable low-latency, high-
throughput performance. Therefore, Wi-Fi latency can be
considered as the major performance bottleneck.

LAST-PQ adaptively ensures that the Sth packet la-
tency remains below the specified latency demand. The
latency may be influenced by time-varying channels, user
mobility, and dynamic traffic. Instead of consistently
prioritizing latency-sensitive flows, LAST-PQ prioritizes
them only when their demands are on the verge of being
violated. This approach minimizes the impact of other
traffic flows, allowing latency-sensitive flows to meet their
demands without receiving excessive precedence. Since
LAST-PQ satisfies latency-sensitive flows by suppressing
other latency-insensitive flows at the same AP, they can
be satisfied in congested cases only when their latency
demands can be essentially met in the absence of any other
flows.

To achieve this, three major challenges arise as fol-
lows. First, the existing two-level scheduling framework
equipped with the FQ-CoDel and AFS mechanisms has
evolved to address many issues, so LAST-PQ should retain
this framework while giving priority to VR flows. Second,
LAST-PQ needs to determine potential demand violations
over time by obtaining statistics of packet latency from the
kernel driver and comparing them with the corresponding
latency demands configured from the user space. Third,
LAST-PQ should prioritize VR flows for transmission by
considering potential demand violations at runtime.

We propose three major components in LAST-PQ to
address the above three challenges, respectively, as il-
lustrated in Figure 7: two-level priority queueing, cross-
layer delay controller, and latency-aware scheduler. The
two-level priority queueing incorporates a prioritized flow
queue and a prioritized TID queue into the flow-level and
device-level schedulers, respectively, and lets them operate
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Fig. 7: LAST-PQ solution architecture.

on top of the original scheduling operation. The cross-layer
delay controller dynamically adapts a permitted queueing
latency for each VR flow to prevent potential demand
violations in a closed-loop fashion. It considers both the
latency demand and the feedback of latency statistics. The
packets belonging to each VR flow are marked with high
priority and the permitted queueing latency.

Based on the permitted queueing latency, below which
the sum of the software and hardware queueing delays
shall be maintained, the latency-aware scheduler deter-
mines whether VR packets should take precedence at
runtime. This determination is made by considering the
software queueing latency that the VR flow’s queue has
experienced and the estimated hardware queueing latency
that will be experienced by the flow’s next transmission.
VR packets that are anticipated to violate the permitted
queueing latency are prioritized, and their corresponding
flow queues are then tagged as urgent, prioritizing them
for transmission.

Notably, LAST-PQ focuses on enhancing the latency
performance of downlink VR flows at the Wi-Fi AP.
While uplink control packets are crucial for the interac-
tive functions of VR applications, they inherently receive
higher priority for channel access due to their small traffic
volume, resulting in lower latency. We will now present
each design component.

Two-level Priority Queueing. We introduce a pri-
oritized queue into both the flow-level and device-level
scheduling components. Each of these parts operates on
top of a two-tier queue structure, which includes old and
new queues. In each part, a packet queue for each flow
marked with high priority is inserted into the prioritized
flow queue, in addition to being placed in the old or
new queue based on the original FQ-CoDel operation.
Similarly, each TID with a non-empty prioritized flow
queue is placed in the prioritized TID queue while also
remaining in the old or new TID queue according to the
default AFS mechanism. Therefore, the prioritized flow
and TID queues are designated to hold the VR flows and
their corresponding TIDs, allowing each VR flow to be
prioritized for transmission. Simultaneously, these queues
remain involved in the FQ-CoDel and AFS scheduling
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operations. Importantly, if a VR flow’s latency demand
can be consistently satisfied by the default scheduling
operation (e.g., in the absence of other traffic flows), the
prioritized transmission will not be triggered.

The two-level operation continues its sequence from
bottom to top, now incorporating a prioritized scheduling
action before proceeding with its standard operation on
the old and new queues. When presented with a trans-
mission opportunity at the device-level scheduling, the
prioritized TID dequeue scheduler selects a prioritized
TID with any urgent flow queue. Subsequently, the flow
scheduler dequeues packets from that flow queue. In cases
where multiple prioritized TIDs each have at least one
urgent flow queue, or a prioritized TID has multiple
urgent flow queues, the selection is based on the one with
the greatest deficit value at the device-level or flow-level
scheduling, respectively. If there is no prioritized TID, the
schedulers revert to their original operation.

Cross-layer Delay Controller. The controller pro-
vides an interface in the user space for VR applications
to prioritize VR flows based on flow information with
specified latency demands (i.e., ld; g). For each VR flow
1, the controller adapts a permitted queueing latency l; ,q
using a window-based delay gradient algorithm. This al-
gorithm takes into account the flow’s latency demand and
the latency statistics collected by a monitoring function
per time window ¢, (20 ms in our implementation) in
the kernel space. The latency statistics are transmitted
from the kernel space to the user space via the extended
Berkeley Packet Filter (eBPF) function, while the permit-
ted queueing latency is communicated to the kernel space
through the socket buffer.

At each time ¢, the Sth latency, l; g(t), is collected.
Given a VR flow’s latency demand Id; 3, we maintain the
runtime latency, I; g(t), below this demand by adjusting
li.pq- The rationale is that when [; 5(t) is approaching or
exceeding ld; g, the VR packets should spend less time
in the queue, necessitating a decrease in [; 4. Conversely,
when l; g(t) is too small, I; 4 is increased, ensuring the flow
receives precedence minimally without disproportionately
impacting other traffic flows.

We thus develop a window-based delay gradient algo-
rithm. As shown in Figure 8, the algorithm aims to bind
the runtime latency (i.e., I; g(t)) measured in each time
window to oscillate within a desired range slightly lower
than the latency demand (i.e., Id; g). The oscillation range
is set between the high threshold (th; g) and low threshold
(thi), which are configurable with two parameters: a
guard interval (l; ¢r) and an oscillation ratio (c;). Thus,
thi,H = ldiﬁ — li,GI and thi,L = (1 — Oti) X ldivfg.

The algorithm adjusts the permitted queueing latency
(i.e., l; pq) based on the runtime latency (i.e., l; g) in three
different cases as follows.

e l;3(t) > th;m: the latency demand is about to be
violated; the adaptation undergoes a multiplicative
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Fig. 8: Window-based delay gradient approach.

decrease (MD) with a factor, denoted as MD;, as
li,pq(t) = lz‘,pq(t - 1) * (1 — MDZ)

o 1; (t) < th; : the obtained latency is too small; the
adaptation undergoes a multiplicative increase (MI)
with a factor, denoted as MI;, as l; pq(t) = i pg(t —
1)*(14+ ML).

o thi 1 < lig(t) < th; g: the obtained latency remains
in the safe oscillation range with the latency change
Lien(t) = Lig(t) — L p(t — 1) and [; pg(t) is calculated
with gradients as follows:

MD;X1l; op

li,pg(t —1) x (1 — 4:;;11.,11711._’3'@71))
li;Pq(t) = AL XL ch
l; t—1 —_—
qu( - )+ li,B(t—l)—thi,L)

if licn(t) >0

)
if Lien(t) <0

where AI; is a factor of additive increase (AI).

Generally, [; ,, is adapted in the opposite direction of
the runtime latency change. For the first two cases where
l; p exceeds the desired range, multiplicative factors are
used to rapidly adapt l; pq. In the third case, to keep I; 5
oscillating within the range, the adaptation is set to be
proportional to the gradient of the runtime latency change.
Moreover, a conservative approach with multiplicative
decrease and additive increase on [; p, is taken to prevent
l; p from going beyond the desired range.

Latency-aware Scheduler. The latency-aware sched-
uler notifies the flow-level scheduler of each priority flow
potentially going to violate its latency demand to tag its
flow queue as urgent. As depicted in Figure 7, it consists
of three components: cross-layer throttler, hardware queue
(HWQ) draining estimation, and aggregation adaptation.
The cross-layer throttler determines any potential demand
violations by checking whether any flow’s expected queue-
ing latency, denoted as [; ., has exceeded the permitted
queueing latency (l; ) marked by the delay controller.
For each flow, when the violation occurs, its flow queue is
tagged as urgent to be prioritized. The expected queueing
latency is the sum of the software and hardware queueing
delays, represented as lsq and [p4, respectively: l;. =
lsq + lhq.

The software queueing delay is calculated based on the
time the earliest packet in the flow’s queue has been
queued, while the hardware queueing delay is estimated
by the HWQ draining estimation module since it has not

been experienced by the queued packets. The expected
hardware queueing delay for a new frame depends on the
time it takes for its preceding frames in the hardware
queue to be drained. Given the number of the preceding
frames, denoted as N4, the expected hardware queueing
delay can be calculated as follows: [, = ctt—f—ZiV’“? (Tore+
Tac+Ti qir) + Tyuard, where Tpyy is the average contention
time, Tinqe is the MAC overhead, 7Tj . indicates the
airtime needed for the transmission of frame 7, and Tyyqrd
is the guard period used to prevent the latency from being
underestimated due to channel dynamics. Notably, the
first T, represents the contention time of the new frame,
whereas the summation calculates how much time the
new frame needs to wait for its preceding frames in the
hardware queue.

We estimate the average contention time using a moving
average by considering two cases. First, when a frame is
scheduled into an empty hardware queue, the contention
time is calculated by subtracting the time the frame is
enqueued to the hardware, the MAC overhead, and the
frame’s transmission airtime, from the time the frame’s
ACK is received. Second, when the hardware queue is not
empty, the contention time is estimated by subtracting
the frame’s transmission airtime and the MAC overhead
from the time interval between its ACK and the preceding
ACK. The MAC overhead is calculated as the sum of the
preamble, short interframe spaces (SIFS), and the frame’s
ACK transmission airtime. The airtime of a frame can
be calculated based on the frame’s size divided by the
physical rate, for which the most recently used rate is
chosen from the rate adaptation module.

However, in some cases where the estimated latency for
a prioritized flow is only slightly smaller than the permit-
ted latency, and a non-prioritized frame is then scheduled
to the hardware queue, the prioritized flow may be sched-
uled late and suffer from long latency, especially when the
scheduled non-prioritized frame has a large aggregation
size and requires a long transmission time. To address this
issue, we introduce aggregation adaptation, which reduces
the allowable aggregation size for non-prioritized flows
when any prioritized flows exist; otherwise, it reverts to
the maximum value.

V. IMPLEMENTATION

We implement LAST-PQ on a Linux-based PC with an
Atheros Wi-Fi card using the open-source ath9k driver.
Below, we describe four major implementation issues.

Runtime Collection of Packet Latency Statistics.
The delay controller in the user space relies on eBPF
and kprobe to collect per-packet latency results from the
wireless MAC stack and driver in the kernel space. The
BPF Compiler Collection (BCC) toolkit is employed to
develop a Python program that uses eBPF and kprobe to
insert hooks into some kernel functions corresponding to
the latency results.
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Fig. 10: Evaluation of the LAST-PQ runtime control with different
latency requirements.

High-priority Mark with Permitted Queueing La-
tency. We leverage an existing field of the socket
buffer, mark, which is a 32-bit integer value, for the high-
priority mark. The mark field can be configured by the
delay controller at runtime using the iptable command
as “-j MARK --set-mark $priority mark”, where the
priority mark is a specified 32-bit value serving as the
high-priority mark. In this mark, the top 16 bits are chosen
as a specific value different from other usages (“b45f” in
our implementation), whereas the bottom 16 bits are used
to carry the value of the permitted queueing latency.

Priority Queues with Urgent Tags. We add a prior-
itized flow queue and a prioritized TID queue to the data
structures of the flow-level and device-level schedulers,
respectively. These structures are located in the wireless
MAC stack and ath9k driver, respectively. Additionally,
the urgent tag is appended to the per-flow data structure.

Parameters Determination. We determine the val-
ues of the aforementioned parameters by conducting a
mobility experiment in a multi-flow, multi-client case. This
experiment involves varying channel conditions and con-
gested traffic, requiring LAST-PQ to have timely schedul-
ing adaptation. The obtained values from this challenging
case should work for most scenarios. We vary MD, MI,
and Al to examine which values of them can provide
latency closest to 20 ms at the 95th percentile; they are
0.3, 0.3, and 5000, respectively. Notably, the values of the
other parameters, i.e., Tyuard, lgr, and «, are determined
empirically; they are 1 ms, 1 ms, and 0.5, respectively.

VI. EVALUATION

In this section, we evaluate the effectiveness of the
runtime latency control for LAST-PQ and assess it in

three cases, all with congested traffic: static clients, mobile
clients, and static clients with the EDCA enhanced by
LAST-PQ. We compare the performance of LAST-PQ
with that of the updated scheduling method in the Linux
kernel. Figure 9 shows the experimental floor plan, and
the other experimental settings are similar to those in
the case study (see Section IIT) unless explicitly specified.
Notably, the focus of the latency demands is on the 95th
percentile; however, LAST-PQ can also be applied to other
percentiles.

Runtime Latency Control. @ We examine whether
LAST-PQ can meet various latency requirements at run-
time, considering three locations with distinct channel
conditions. As depicted in Figure 10, most latency results
remain below the specified 25 ms latency requirement,
with only a few exceptions. These exceptions are primarily
attributed to sudden channel or traffic changes. However,
the subsequent latency results are effectively managed
to meet the requirement. To further assess LAST-PQ’s
adaptability, we modify the latency requirement of the
VR flow sequentially to 25, 20, and 15 ms. LAST-PQ
successfully controls the latency of the VR flow to align
with the evolving latency requirements, and any occasional
exceptions are promptly smoothed out.

Static Case. We vary the number of coexistent non-
VR clients while simultaneously adjusting the number
of concurrent non-VR flows at the VR smartphone. The
performance of a VR flow streaming to a smartphone at
the farthest location, S6, is evaluated, and non-VR clients
are deployed around S5. Figures 11a and 11b illustrate the
95th latency performance for the Linux and LAST-PQ
scheduling methods, respectively. The Linux scheduling
method can elevate the VR latency to as much as 99.39 ms,
whereas LAST-PQ consistently maintains the VR latency
below 20 ms, with a maximum of only 19.98 ms. LAST-PQ
achieves a remarkable reduction in latency by 79.89%.

We also observe that the VR flow, exhibiting less ag-
gressive traffic, can only achieve a throughput of 2.06-
7.30 Mbps using the Linux scheduling, as demonstrated
in Figure 11lc. It is noteworthy that the VR smartphone
is located farther away than the other clients, resulting in
its aggregate throughput from both VR and non-VR flows
being much lower than theirs. However, LAST-PQ can
ensure the VR flow’s throughput in such heavy congestion
cases, maintaining a throughput ranging from 43.65 Mbps
to 45.27 Mbps, as illustrated in Figure 11d.

Mobility Case. We then assess the real-time adapt-
ability of LAST-PQ in mobility cases, where the wire-
less channel condition of the VR smartphone undergoes
constant changes, resulting in variations in the VR flow’s
latency over time. The VR smartphone is moved from
M1 to M8 at a speed of 1 m/s and then returns to
M1, while concurrently having 5 non-VR flows at the VR
smartphone and 5 non-VR clients. In contrast, the Linux
scheduling method struggles to maintain the VR flow
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Fig. 12: Mobility case: the FPS and latency performance of a VR flow change over time while the VR smartphone is moving from M1 to M8

and from M8 to M1.

even in static congestion cases, performing even worse in
scenarios involving mobility. As illustrated in Figure 12a,
the average FPS values are only 1.41 and 1.50 for the M1-
to-M8 and M8-to-M1 cases, respectively. The 95th latency
requirement is consistently unmet, with 98.16% of values
above 60 ms and the maximum value reaching 322.64 ms.

Figure 12b depicts the FPS and latency performance for
LAST-PQ. It is observed that LAST-PQ can consistently
meet the latency requirement below 20 ms, taking 1.70 s
and 1.74 s from the start for the M1-to-M8 and M8-to-M1
cases, respectively. However, it takes 8.08 s and 12.12 s, re-
spectively, to reach the full 30 FPS. Subsequently, LAST-
PQ consistently satisfies the latency requirement with
average FPS values, 26.86 and 27.56, respectively, except
for the time period after 53.5 s in the M1-to-M8 case.
Although this latency increase temporarily causes the FPS
to drop to 20, it swiftly recovers within 9.1 s. The sudden
latency rise is attributed to the deterioration of the VR
smartphone’s wireless channel while moving towards the
farthest location, MS.

Enhanced EDCA. We further apply LAST-PQ to
enhance the high-priority categories to be latency-aware.
It can prioritize VR flows while satisfying different latency
demands. In the following experimental results, we take
the highest-priority access category, VI, as an example,
following a setup similar to the EDCA case study in
Section ITI-C.

In congested cases where all non-VR flows at the VR
smartphone and non-VR clients’ flows are configured to
stay in the VI, LAST-PQ can still meet the latency
requirement of a coexistent VR flow, as illustrated in
Figure 13a. Moreover, by considering two VR flows and
three 50 Mbps TCP flows with latency requirements of
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Fig. 13: All traffic flows stay in the VI access category.

20 ms and 30 ms, respectively, LAST-PQ successfully
meets the requirements of all these five flows, as shown in
Figure 13b. The 95th latency values for the VR and TCP
flows are 16.18-17.29 ms and 23.86-24.48 ms, respectively.

VII. RELATED WORK

Packet latency in Wi-Fi networks can accumulate from
four major functions of the MAC layer and below: queue
management [3], [5], [12]-[19], packet scheduling [4], [20]—
[22], channel access [23]-[30], and transmission delay [31],
[32]. In this section, we primarily focus on relevant studies
within the queue management and packet scheduling func-
tions, as these are closely related to the present study. Ad-
ditionally, we explore current traffic scheduling solutions
proposed for VR applications in the 5G network.

Queue Management. AQM [12], designed to address
the bufferbloat issue [13], [14], is considered a best practice
for queue management. It effectively reduces queue conges-
tion and improves latency by dropping packets from con-
gested queues. Numerous studies have introduced drop-
ping policies, including RED [15], ARED [16], CoDel [5],
and PIE [17]. More recently, for fairness in queueing, FQ-
CoDel [3], [18] and FQ-PIE [19] have been proposed to
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enhance AQM with flow fairness. Notably, FQ-CoDel has
become the default AQM algorithm in the mainline of
Linux. However, it does not allow for the prioritization
of VR flows.

Packet Scheduling. The packet scheduling operation
at the AP can be decomposed into two parts: flow/client
scheduling and frame aggregation scheduling. In a trans-
mission opportunity, the former first schedules a client and
its corresponding flows, and the latter then determines
frame size and selects packets for frame aggregation. Vari-
ous flow/client scheduling solutions [4], [20]-[22] have been
proposed for Wi-Fi networks in recent years. Some aim
to achieve airtime fairness among clients by considering
transmission time [4], [20] and channel quality [21]. In
an effort to enhance the Quality of Experience (QoE)
for video streams, [22] proposes a scheduling algorithm
that allocates resources to clients with video streams
based on their congestion levels. However, this study is
not practical without compliance to the current Wi-Fi
scheduling architecture; it has not been implemented or
evaluated on commodity devices.

As for frame aggregation scheduling, [33] dynamically
adapts frame aggregation size based on the AC, taking
QoS requirements into consideration. Several studies [31],
[34], [35] have also been proposed to reduce retransmission
overhead caused by losses in frame aggregation. While
these studies can effectively reduce latency from the frame
aggregation perspective, they may not guarantee latency
performance for specific VR flows.

Low-latency Scheduling for VR Flows. There have
been several low-latency scheduling solutions [36]-[39]
introduced for VR flows in cellular networks. Two of
them specifically focus on supporting VR applications
with Ultra-Reliable and Low Latency Communications
(URLLC) in 5G networks. [36] introduces a joint solution
that can perform link adaptation and resource allocation
simultaneously to achieve low latency for the URLLC.
[37] develops a joint multi-user preemptive scheduling
mechanism to cross-optimize spectral efficiency and packet
latency. Additionally, [38] designs a multi-user MAC
scheduling scheme for VR traffic in 5G networks, while [39]
supports VR applications over LTE by presenting a client-
side solution that leverages a cross-layer design and rich
side channel information. These studies, primarily focusing
on the cellular network, cannot be directly applied to the
Wi-Fi network due to two major reasons. First, the cellular
network has a different packet scheduling architecture
from the Wi-Fi network, which contains the AC classifier
and the two-level flow and device scheduling. Second,
cellular network transmissions are based on centralized
scheduling operations, while Wi-Fi network transmissions
rely on distributed channel contention. In contrast, our
proposed solution, LAST-PQ), is designed based on the Wi-
Fi packet scheduling architecture and has been evaluated
to be effective on practical off-the-shelf Wi-Fi platforms.
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VIII. DISCUSSION

In this section, we discuss three major issues regarding
LAST-PQ.
Applicable to New Wi-Fi Standards. @ While new
Wi-Fi standards, such as IEEE 802.11ac/ax, have been
introduced over the years to address contention problems
to some extent, VR flows may still encounter challenges
without a latency-aware scheduling solution like LAST-
PQ. Despite the higher data rates provided by IEEE
802.11ac/ax compared to IEEE 802.11n, Wi-Fi devices,
especially those with aggressive TCP flows and poor
link quality, can congest a Wi-Fi AP and lead to se-
vere contention. Additionally, although the 802.11ax/be
standards incorporate OFDMA (Orthogonal Frequency
Division Multiple Access) technology allowing multiple
clients to communicate with the AP simultaneously, the
proliferation of Wi-Fi devices, such as Wi-Fi IoT, in a
Wi-Fi network can still result in severe contention. Hence,
LAST-PQ remains essential to prioritize VR flows in
new Wi-Fi networks, especially during instances of severe
contention.

Applied to OFDMA-based Wi-Fi Network. The
Wi-Fi network has supported the OFDMA technology
since the IEEE 802.11ax standard, and our developed
LAST-PQ can also be applied to it. It needs to cooperate
with the OFDMA scheduling solution deployed at the Wi-
Fi AP. During each transmission opportunity, LAST-PQ
functions normally, emphasizing urgent flow queues, and
the OFDMA scheduler considers them with high priority
for participation in an OFDMA transmission. If there is
only one prioritized TID with urgent flow queues, the
OFDMA scheduler can perform a traditional single-user
transmission for the prioritized client. However, if there are
multiple prioritized clients, possibly with non-prioritized
ones, the OFDMA scheduler can schedule them in an
OFDMA transmission to transmit data concurrently.

Limitations of LAST-PQ. LAST-PQ can support
multiple VR devices and multiple low-latency flows on
a single device, based on the scheduling of prioritized
TID and flow queues. However, the number of supported
devices and flows is limited. This limitation arises be-
cause LAST-PQ prioritizes low-latency devices/flows by
suppressing other flows at the same AP. Therefore, the
supported capacity approximates the amount where the
required low-latency demands can be met assuming no
other intra-AP flows. However, the actual capacity might
be lower than expected, as non-prioritized transmissions
may cause head-of-line blocking against urgent transmis-
sions. This occurs when non-prioritized transmissions are
scheduled into the hardware queue at a time without
any urgent requests, but they are not completed before
an urgent request appears and cannot be interrupted
according to the wireless NIC operation framework. It is
important to note that the capacity can be affected by
wireless channel conditions where the low-latency devices
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are located and the traffic demands from neighbor APs.
As a result, the capacity can vary over time.

IX. CONCLUSION

Enabling common Wi-Fi networks to support VR appli-
cations holds promise due to its low-cost and convenient
merits. However, our experimental case study reveals that
the current Wi-Fi scheduling framework poorly supports
VR flows in congested cases. To address this, we have
developed LAST-PQ, a latency-aware scheduling solution
designed to ensure the latency performance of elephant
VR flows. LAST-PQ is compliant with the current Wi-
Fi scheduling framework, making it applicable to com-
modity Wi-Fi devices. Its effectiveness has been confirmed
through evaluations based on a prototype. While the
experiments in this work are conducted on conventional
IEEE 802.11n platforms, mainly due to a part of the
scheduling framework being implemented in non-released
firmware for current Wi-Fi platforms (e.g., 802.11ac/ax),
the proposed LAST-PQ can also be applied to them.
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